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Integration in Nursing Education

Background: The integration of generative artificial intelligence (AI) tools transforms 
educational practices, particularly in self-directed learning, academic engagement, and critical 
thinking. However, nursing education, where clinical reasoning and ethical practice are 
paramount, requires a theoretical understanding tailored to its unique pedagogical environment. 
While the trust-adaptation-intention (TAI) framework has been previously conceptualized in 
broader technology adoption contexts, its application to nursing students’ behavioral responses 
to generative AI has remained unexplored. This study aims to recontextualize the TAI framework 
to explain how nursing students build trust in generative AI tools, adapt their learning behaviors 
accordingly, and develop sustained intentions to integrate these technologies into their academic 
routines. 

Methods: A deductive axiomatic approach was employed to reinterpret the TAI framework 
within the nursing education context. Five foundational axioms were formulated from the 
literature on technology acceptance, behavioral psychology, and nursing pedagogy. These 
axioms informed three propositions that explain the behavioral progression of nursing students 
as they engage with generative AI. 

Results: The recontextualized TAI framework illustrates a sequential process: Unmet educational 
needs and perceived benefits of AI support trust formation, trust facilitates adaptive learning 
behaviors, so that trust and adaptation jointly influence students’ intention to continue AI use. 
This adapted framework provides a mid-range theoretical lens specifically tailored to the nursing 
education setting.

Conclusion: This study gives a recontextualized interpretation of the TAI framework, offering 
practical insights for educators and policymakers in designing AI-integrated curricula that uphold 
the pedagogical and ethical standards of nursing education.
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Introduction

he rapid advancement of generative ar-
tificial intelligence (AI) technologies 
has significantly reshaped educational 
landscapes, particularly through the in-
troduction of tools such as ChatGPT, 
Google Gemini, and other large language 

models (LLMs) (Nikolic et al., 2024; Stevens & Stet-
son, 2023; Zhang et al., 2021). These systems provide 
real-time support for academic tasks, including summa-
rization, feedback generation, and personalized learn-
ing guidance (Karabacak et al., 2023; Pangandaman, 
2024). While their integration into standard education 
has sparked widespread adoption and inquiry, the ap-
plication of such tools in nursing education, where ethi-
cal decision-making, clinical competence, and critical 
thinking are paramount, demands meticulous theoreti-
cal attention.

Existing literature confirms that technology adoption, 
particularly in academic or healthcare contexts, is a be-
havioral process influenced by factors such as perceived 
utility, trust, adaptation, and intention (Eager & Brunton, 
2023; Nikolic et al., 2024; Zhang et al., 2021). Among 
the conceptual frameworks developed to explain this 
process is the trust-adaptation-intention (TAI) model, 
which outlines a behavioral sequence: Individuals first 
recognize a need, then form trust in a technological so-
lution, adapt their behavior accordingly, and ultimately 
develop an intention for sustained use (Stevens & Stet-
son, 2023). The TAI framework has been previously 
introduced in relation to digital adoption behaviors, of-
fering valuable insights into how users psychologically 
transition from uncertainty to habitual use. However, 
this model was initially situated in general contexts of 
technology engagement and has not been systematically 
applied to or examined within the distinct pedagogical 
setting of nursing education. 

T

Highlights 

● This study recontextualizes the TAI framework to explain nursing students’ behavioral responses to generative AI 
in academic settings. 

● It applies a deductive axiomatic approach to reinterpret the TAI framework within the specific pedagogical and 
ethical context of nursing education. 

● The study examines how nursing students progress through a behavioral sequence, from recognizing their 
educational needs to forming trust in AI tools, adapting their learning strategies, and developing sustained intentions 
for integrating AI.

● The recontextualized TAI framework bridges theoretical understanding and educational practice by offering a mid-
range model that supports AI-integrated curriculum design, policy development, and student guidance. 

● This work contributes to digital transformation efforts in nursing education by aligning AI adoption with learner 
behavior, academic integrity, and evidence-based pedagogy.

Plain Language Summary 

This study investigates how nursing students respond to new technologies, including ChatGPT and other generative 
artificial intelligence (AI) tools, within their educational context. Instead of creating a new theory, the study reinterprets 
an existing behavioral model, called the trust-adaptation-intention (TAI) framework, and applies it specifically to the 
context of nursing education. The results show that nursing students are more likely to use AI tools when they feel 
that these tools meet their learning needs and can be trusted. Once trust is established, students begin adjusting their 
study habits, incorporating AI as part of their learning process. Over time, they develop stronger intentions to continue 
using AI in their education. This recontextualized framework enables teachers and schools to understand how students 
interact with AI, allowing them to design more effective support systems, learning materials, and policies that promote 
the ethical and effective use of technology in nursing education.
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This study addresses that gap by recontextualizing 
the TAI framework within the specific environment of 
nursing education. Recontextualization, in this sense, 
involves deconstructing the original theory from its gen-
eral setting and reconstructing it within a new context 
to reflect nursing students’ unique academic behaviors, 
values, and professional expectations. The TAI frame-
work is thus not proposed here as a new theory but as a 
theoretically reinterpreted model tailored to the realities 
of how nursing students interact with generative AI tools 
in their learning environments (Seo & Kim, 2024).

Nursing education requires students to engage in evi-
dence-based reasoning, navigate ethical dilemmas, and 
build clinical judgment—skills that are both enhanced and 
challenged by the use of generative AI. While such tools 
can offer individualized tutoring, simulation support, and 
fast access to information, their use also raises concerns 
about misinformation, academic dishonesty, and profes-
sional dependency (Abd-Alrazaq et al., 2023; Gunawan 
et al., 2024). Therefore, understanding how nursing stu-
dents develop trust in these tools, modify their learning 
strategies, and form sustained intentions for AI integration 
is critical. Theories such as the technology acceptance 
model (Venkatesh & Davis, 2000), the unified theory of 
acceptance and use of technology (Xue et al., 2024), and 
the theory of planned behavior (TPB) (Ajzen, 2020) pro-
vide useful starting points but lack context-specific focus 
on nursing learners and the educational norms within pro-
fessional healthcare training.

To guide this recontextualization, this study employs 
a deductive axiomatic approach, in which five axioms, 
drawn from educational psychology, nursing pedagogy, 
and AI integration literature, serve as foundational truths. 
From these axioms, three logical propositions are derived 
to illustrate how nursing students recognize educational 
needs, build trust in generative AI, adapt their learning 
behaviors, and develop the intention to integrate these 
tools into their ongoing academic practice. The resulting 
model, therefore, adopts the TAI framework into a mid-
range theory specific to nursing education. Mid-range 
theories are valuable in nursing science for their ability 
to bridge broad abstract ideas and applied professional 
realities (Diniz et al., 2021; Liehr & Smith, 2017). Such 
theories can be developed using either inductive or de-
ductive approaches. Induction involves deriving theories 
from specific observations, while deduction begins with 
established theoretical frameworks or axioms to derive 
propositions or hypotheses logically (Borsboom et al., 
2021; Feliciano et al., 2022). By reinterpreting the TAI 
model through the lens of nursing education, this study 
provides a structured explanation of student behavior 

that informs policy, curriculum design, and faculty de-
velopment aimed at supporting the ethical and effective 
use of generative AI in nursing programs.

Materials and Methods

This theoretical study employed a deductive axiomatic 
approach to recontextualize the TAI framework within 
the specific setting of nursing education (Fellows & Liu, 
2020). The aim was not to construct an entirely new the-
ory, but to reinterpret an existing behavioral model in a 
manner that reflects the learning experiences, cognitive 
processes, and ethical expectations unique to nursing 
students who interact with generative AI technologies in 
academic settings (Szulewski et al., 2021).

The deductive axiomatic method was chosen for its 
capacity to systematically reconstruct theoretical mod-
els through a logic-driven framework (Borsboom et 
al., 2021; Feliciano et al., 2022). This approach begins 
with the identification of foundational truths, or axioms, 
derived from relevant literature and conceptual founda-
tions. These axioms are then used to logically deduce 
propositions that explain the phenomenon under study 
(Yao Jr & Monacis, 2020). In this case, the method en-
abled the adaptation of the original TAI framework to 
better account for the behavioral progression observed 
among nursing students as they develop trust in AI tools, 
adjust their academic behaviors, and form sustained in-
tentions for integration.

To initiate this recontextualization of the theory, a 
clearly articulated 4-step process was followed. First, 
a comprehensive literature review was used to identify 
conceptual gaps, specifically regarding the psychologi-
cal and behavioral interactions of generation Z nursing 
students with generative AI tools in education. For in-
stance, existing literature often discusses general tech-
nology acceptance. Still, it lacks a detailed exploration 
into how Generation Z nursing students uniquely per-
ceive risks, develop trust, adapt their learning strategies, 
and establish intentions when interacting with generative 
AI technologies, such as ChatGPT and Google Gemini. 

Moreover, the second axioms were developed by ex-
tracting core themes from foundational literature, in-
cluding the technology acceptance model (Venkatesh & 
Davis, 2000), behavioral psychology theories (Bandura, 
1986), and constructivist educational theories (Gogus, 
2012; Jaramillo, 1996). These axioms encapsulated es-
sential dimensions: Perceived educational needs, trust 
formation, adaptive learning behaviors, and intentions 
towards sustained technology use. Third, propositions 
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were logically derived from these axioms through for-
mal deductive reasoning processes. This approach is 
consistent with contemporary methodologies used to 
develop educational and technology integration theo-
ries targeting generation Z learners, who are known for 
their distinct interaction patterns with digital tools (Go-
gus, 2012; Wajdi et al., 2024). Finally, these logically 
deduced propositions were synthesized to articulate the 
mid-range TAI Theory, clearly illustrating how trust, 
adaptation, and intention to use AI are interconnected 
within the context of nursing education.

The decision to apply this structured methodological 
process stems from the need to ensure conceptual clarity 
and theoretical coherence while aligning the framework 
with the values and demands of the nursing discipline. By 
adapting the TAI model through an axiomatic lens, this 
study offers a theory-informed interpretation that is both 
grounded in evidence and responsive to the educational 
and ethical dimensions of AI use in nursing education.

Results

The recontextualization of the TAI framework in this 
study yielded a mid-range theoretical model specifically 
tailored to nursing education. Through a deductive axi-
omatic approach, 5 axioms were derived from interdisci-
plinary literature in behavioral psychology (Davis et al., 
2015; Horsfall et al., 2012; Maykut et al., 2024), educa-
tional technology (AlQudah et al., 2021; Marangunić & 
Granić, 2015), and nursing pedagogy (Chinn & Falk-Ra-
fael, 2018; Demagny-Warmoes et al., 2024). These axi-
oms served as foundational truths or assumptions from 
which 3 logically derived propositions were generated 
(Table 1). Each axiom played a unique and indispensable 
role in building the theoretical framework, leading to the 
formulation of a mid-range theory that explains the be-
havioral pathway by which nursing students form trust, 
adapt their behaviors, and eventually express intention to 
use generative AI in academic practice.

Axiom 1 posits that nursing students have educational 
needs that must be met. This axiom sets the base for 
identifying a psychological gap or motivational force 
that drives students to seek out supplemental tools. In 
the context of AI integration, this axiom anchors the im-
portance of perceived educational support, which is a 
critical determinant of trust (Stevens & Stetson, 2023). 
The unmet or evolving learning needs of students com-
pel them to evaluate whether generative AI can fill those 
gaps, thereby linking axiom 1 directly to proposition 1, 
which theorizes that when AI supports needs, trust be-
gins to form.

Axiom 2 suggests that both internal beliefs and external 
conditions shape students’ perceptions of AI. This axiom 
highlights the intricate interplay between individual at-
titudes (e.g. openness to technology, digital literacy) 
and external academic factors (e.g. institutional policies, 
faculty modeling of AI use). It is significant because it 
contextualizes the trust-building process, indicating that 
trust is not inherent but constructed. Axioms 1 and 2, in 
tandem, support the proposition that trust is a cognitive 
outcome arising from the alignment of needs with the 
perceived affordances of generative AI.

Axiom 3 holds that exposure to AI generates perceived 
risks and benefits. This axiom introduces the evaluative 
component of students’ interaction with generative AI 
tools. Drawing on the TPB (Ajzen, 2020), this evalua-
tion process examines how students’ behavioral beliefs, 
i.e. their perceptions of potential outcomes, impact their 
attitudes toward using AI. Within the TPB framework, 
individuals are more likely to develop a favorable atti-
tude (and ultimately an intention to act) when they be-
lieve that the behavior will lead to desirable outcomes 
and minimal negative consequences (Ajzen, 2020). In 
this context, risk perception, such as concerns about ac-
curacy, plagiarism, or ethical misuse, can diminish trust, 
while perceived benefits, like increased efficiency, clini-
cal insight, and academic support, can foster it. These 
perceived outcomes align with TPB’s core premise that 
intention formation is guided by the subjective evalu-
ation of a behavior’s likely consequences. Thus, this 
axiom adds a theoretical layer to the process by which 
students assess the utility of AI and determine whether 
or not to trust and integrate it into their learning behavior.

This axiom adds nuance to proposition 1, clarifying 
that trust is not solely a result of needs being met, but 
also of a favorable appraisal of perceived risks and ben-
efits. Specifically, students evaluate the use of AI tools 
based on their perceptions of potential academic gains, 
such as increased efficiency, deeper understanding, and 
enhanced learning support, versus potential risks, in-
cluding concerns about accuracy, plagiarism, and ethi-
cal misuse. When the perceived benefits outweigh the 
risks, trust is more likely to emerge. Additionally, axiom 
3 reinforces proposition 2, as these evaluative percep-
tions directly influence students’ willingness to adapt 
their learning behavior. A positive risk-benefit judgment 
fosters openness to integrating AI into their academic 
routines, signifying a behavioral shift driven by cogni-
tive appraisal. 
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Axiom 4 states that learners have the capacity to adapt 
their learning behaviors. This axiom is critical for under-
standing the transition from trust to action. Once trust 
is established, adaptation becomes possible as students 
begin to modify their strategies for processing informa-
tion, organizing content, or preparing for assessments 
using generative AI tools. This axiom supports proposi-
tion 2, which posits that trust leads to the adaptation of 
academic routines and learning habits. The adaptability 
of students becomes the bridge between passive trust and 
active usage.

Axiom 5 posits that perceived usefulness and ease of 
use influence intention. This axiom is drawn directly 
from the technology acceptance model (Ajzen, 2020) 
and provides theoretical support for proposition 3. It af-
firms that trust and adaptation alone are insufficient un-
less accompanied by favorable evaluations of the tool’s 
utility and usability. When these are in place, students are 
more likely to develop a sustained behavioral intention 
to use generative AI for academic purposes.

Altogether, the 5 axioms not only form the logical 
groundwork for the three propositions but also trace a 
coherent behavioral sequence. From identifying unmet 
needs (axiom 1), interpreting the technology through a 
perceptual lens (axiom 2), evaluating its benefits and 
risks (axiom 3), adapting to its use (axiom 4), and finally 
forming intention (axiom 5), the resulting propositions 
illustrate how nursing students engage with generative 
AI. These axioms are not standalone assertions but in-
terconnected constructs that collectively explain the psy-
chological and behavioral pathway toward AI integration 
in nursing education. This dynamic and interdependent 
relationship is illustrated in Figure 1, which presents the 
schematic diagram of the TAI theory. 

The diagram features three overlapping circles labeled 
“trust,” “adaptation,” and “intention,” each represent-
ing a foundational construct within the theory. At the 
center of these intersecting domains is generative AI, 
symbolizing its role as the core catalyst and integrative 
element in the user’s engagement with AI technolo-
gies. The intertwined nature of the circles underscores 
that these constructs do not operate in isolation; rather, 
they influence and reinforce each other. For instance, the 
overlap between “trust” and “adaptation” suggests that 
confidence in AI tools encourages behavioral flexibility. 
At the same time, the convergence of “adaptation” and 
“intention” indicates that users’ readiness to engage with 
AI is shaped by their capacity to adapt. 

Similarly, the intersection of “trust” and “intention” 
implies that trust enhances motivational willingness to 
adopt AI-based tools. Obe-way arrows encircle the dia-
gram and represent a developmental sequence beginning 
with trust, leading to adaptation, and culminating in in-
tention, indicating a psychological progression from be-
lief to behavioral commitment. Within the center of the 
model, 2-way arrows illustrate reciprocal reinforcement: 
As trust in AI deepens, users adapt more readily, and this 
adaptation further enhances trust; similarly, increased in-
tention to use AI can promote deeper adaptation, while 
adaptation experiences can solidify the user’s intention. 
Thus, the TAI schematic depicts a dynamic, non-linear 
process in which generative AI functions as both a driver 
and product of continuous interaction among trust, ad-
aptation, and intention. This framework reflects the it-
erative and reflexive nature of technology acceptance in 
educational contexts, especially in nursing, where hu-
man factors and psychological readiness are crucial for 
successful integration.

Table 1. Extracted axioms and their corresponding propositional structures

Axiom Proposition Theory

Axiom 1. Nursing students have educational 
needs that must be met. Proposition 1. When generative AI supports 

educational needs, trust begins to form in its use. 
(Axioms 1, 2, and 3)

In modern learning environ-
ments, educational needs, 

perceived risks, and exposure to 
intelligent technologies interact 
in ways that lead to the forma-

tion of trust. Trust then becomes 
the gateway for behavioral 

adaptation and intention to use 
generative AI in nursing educa-

tion. (TAI theory)

Axiom 2. Both internal beliefs and external 
educational conditions shape students’ per-

ceptions of AI.
Axiom 3. Exposure to AI creates perceived risks 

and benefits. Proposition 2. When trust is formed, students 
begin to adapt their learning strategies and inte-
grate AI into academic routines. (Axioms 3 and 4)Axiom 4. Learners have the capacity to adapt 

their learning behaviors.

Axiom 5. Perceived usefulness and ease of use 
influence intention.

Proposition 3. Trust and adaptation jointly influ-
ence the student’s intention to continue or ex-
pand the use of generative AI. (Axioms 4 and 5)
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Discussion

The recontextualization of the TAI framework in this 
study provides a structured explanation of how nurs-
ing students respond to the integration of generative AI 
technologies in their educational experience (Eager & 
Brunton, 2023; Kurtz et al., 2024; Nikolic et al., 2024). 
While the original TAI model conceptualizes user en-
gagement as a behavioral sequence, beginning with 
trust, leading to adaptation, and culminating in intention, 
this study adapts that framework to reflect the cognitive, 
emotional, and professional dimensions specific to nurs-
ing education (Abd-Alrazaq et al., 2023; Pangandaman 
et al., 2025). The results offer a mid-range theoretical 
model that clarifies how trust in generative AI develops 
among nursing students, how learning behaviors shift in 
response, and how these elements contribute to students’ 
intentions to continue using such technologies as part of 
their academic routines.

Trust, as reinterpreted in this framework, is not merely 
a product of exposure or technological literacy but is 
formed through the intersection of perceived educational 
support, alignment with academic values, and the man-
agement of potential risks (Stevens & Stetson, 2023; 
Zhang et al., 2021). Nursing students are trained within 
a discipline that emphasizes evidence-based practice, ac-
countability, and ethical integrity (Pangandaman et al., 
2024; Zhang et al., 2021). These norms shape how they 
assess new tools, including generative AI. When stu-
dents perceive that these technologies can address their 

academic needs, such as facilitating critical thinking, 
summarizing complex concepts, or supporting reflective 
practice. Without undermining the ethical standards of 
their profession, trust is more likely to emerge (Davis 
et al., 2015; Pangandaman, 2023; Stevens & Stetson, 
2023). This finding reinforces the value of institutional 
guidance and curricular transparency in fostering re-
sponsible AI engagement.

Following the formation of trust, students begin to 
adapt their academic behaviors (Szulewski et al., 2021). 
This adaptation is not simply functional but strategic, 
involving shifts in how students approach study rou-
tines, process information, and complete assignments 
(Pangandaman & Mukattil, 2024; Pangandaman et al., 
2024). Generative AI becomes an extension of the learn-
er’s cognitive process, a tool not only for efficiency but 
also for exploration, clarification, and synthesis (Nikolic 
et al., 2024; Summers & et al., 2024). Importantly, the 
model shows that such adaptation is mediated by trust; 
students are unlikely to alter deeply embedded learning 
behaviors unless they perceive the tool as both credible 
and congruent with their professional learning goals 
(Stevens & Stetson, 2023; Zhang et al., 2021).

The progression from adaptation to intention is shaped 
by the perceived usefulness and ease of use of AI tools 
(Pangandaman, 2024; Stevens & Stetson, 2023). How-
ever, in the context of nursing education, intention is not 
based solely on utility; it is also conditioned by concerns 
around academic integrity, professional preparedness, 

Figure 1. Schematic diagram of the TAI theory

 
 
 

 
 
 
 
 
 
 
 
 

 
 
 

 
 
 

 
Figure 1. Schematic Diagram of the Trust–Adaptation–Intention (TAI) Theory 
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and long-term consequences (Aragasi & Pangandaman, 
2021; Fawaz et al., 2025; Gunawan et al., 2024). While 
many students may find AI helpful in preparing for ex-
ams, generating explanations, or guiding research tasks, 
sustained use depends on whether AI is perceived as a 
legitimate complement to human judgment rather than a 
shortcut or crutch (Pangandaman, 2023; Pangandaman 
et al., 2019). This conditionality highlights the impor-
tance of developing balanced policies and faculty mod-
els that demonstrate how AI can be ethically integrated 
into professional learning without compromising stan-
dards (Karabacak et al., 2023; Zhang et al., 2021).

The recontextualized TAI framework thus offers more 
than a descriptive model of student behavior; it provides 
a reflective and adaptable lens through which institu-
tions and educators can understand and shape AI-related 
academic practices. It demonstrates that the adoption of 
generative AI in nursing education is neither linear nor 
automatic, but rather an evolving, contingent, value-
sensitive process (Nikolic et al., 2024; Pangandaman, 
2023). In doing so, it moves beyond generalized tech-
nology acceptance models by attending to the distinctive 
ethical, pedagogical, and disciplinary factors that char-
acterize nursing as both an academic field and a profes-
sional practice.

This theoretical adaptation also highlights the impor-
tance of support structures in educational institutions. 
Without clear guidance, students may either misuse AI 
tools or miss opportunities to integrate them meaning-
fully (Diniz et al., 2021; Hayudini & Pangandaman, 
2024; Pangandaman, 2023). The framework, therefore, 
calls for proactive curricular integration, where ethical 
use, critical evaluation, and reflective practice are explic-
itly taught as part of digital literacy in nursing education.

Despite its contributions, the recontextualized frame-
work has several limitations. It remains conceptual and 
has not yet been empirically validated through direct stu-
dent data. Its scope is also limited to the educational di-
mension and does not yet account for how generative AI 
may intersect with clinical training or interdisciplinary 
collaboration. Additionally, while it reflects the norms of 
nursing education broadly, it may require further adapta-
tion to accommodate variations across cultures, institu-
tions, or generational learning preferences.

Nonetheless, the theory offers a timely and context-
sensitive foundation for future research and practice. 
As generative AI continues to evolve, its presence in 
nursing education will likely grow, making it increas-
ingly important to understand not just how students use 

these tools but how they integrate them into their profes-
sional formation. The TAI framework, recontextualized 
through this study, offers a pathway for advancing that 
understanding.

Conclusion

This study recontextualized the TAI framework to of-
fer a theoretical explanation of how nursing students be-
haviorally engage with generative AI tools in academic 
settings. Rather than proposing a new theory, this work 
adapted an existing behavioral model to align with the 
values, expectations, and learning environments specific 
to nursing education. Through a deductive axiomatic 
process, the study identified key assumptions grounded 
in literature and logic, resulting in a mid-range frame-
work that elucidates how trust, adaptation, and intention 
are sequentially and dynamically developed in the pro-
cess of AI adoption.

The reinterpreted TAI model emphasizes that nursing 
students initially assess whether generative AI tools meet 
their educational needs without compromising core aca-
demic and ethical standards. When trust is established 
through this evaluative process, students begin to modi-
fy their learning behaviors to integrate AI tools in ways 
that enhance comprehension, efficiency, and autonomy. 
These adapted behaviors, in turn, shape students’ inten-
tions to use AI tools on a sustained basis—intentions that 
remain closely tied to students’ perceptions of useful-
ness, ease of use, and ethical alignment with their pro-
fessional formation.

As nursing education increasingly incorporates digital 
and AI-driven tools, this recontextualized framework 
serves as a guide for educators, administrators, and poli-
cymakers seeking to integrate emerging technologies 
in a way that supports both academic performance and 
professional integrity. It encourages curricular designs 
that address not only access to technology but also the 
psychological, ethical, and pedagogical conditions nec-
essary for the meaningful and responsible use of AI.

Future research should aim to empirically validate this 
recontextualized model across diverse nursing education 
settings and explore how it can be extended to clinical 
training and interprofessional learning. As generative 
AI continues to evolve, theoretical models such as the 
TAI framework, adapted thoughtfully for specific disci-
plinary contexts, will be crucial in helping institutions 
navigate the intersection of innovation, ethics, and pro-
fessional education.
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